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Abstract

Detailed modelling of the plasma edge of ASDEX Upgrade in Ohmic and H-mode discharges was performed with the
SOLPS (B2-EIRENE) code. A tendency of the code solutions to underestimate the divertor Te and overestimate the
plasma density (thus, predicting cooler and denser divertor than in the experiment) has been reliably established. A pos-
sible cause of the observed discrepancies is the presence of a significant population of supra-thermal ions and electrons in
the SOL and divertor, which cannot be modelled by the fluid plasma code B2.
� 2007 Elsevier B.V. All rights reserved.
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1. Introduction

ASDEX Upgrade (AUG) has good diagnostic
capabilities for measuring edge plasma parameters.
Well resolved electron density, ne, electron tempera-
ture, Te, and ion temperature, Ti, profiles can be
obtained at the outer midplane, covering outer core,
separatrix and SOL regions. In the modelling
described below, these midplane profiles were fitted
by adjusting perpendicular transport coefficients
using the SOLPS code package, which consists of
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the coupled fluid plasma code B2.5 and Monte-
Carlo neutral code EIRENE. Comparison between
simulated and measured plasma parameters in the
divertor then enables benchmarking code solutions
on the consistency with experiment. This strategy
is explained in [1].

Typically, code solutions in the divertor agree
within a factor of 2 with experimental measure-
ments [2–4]. However, the tendency of the code
solutions to underestimate the divertor Te and over-
estimate ne, especially near the outer strike point
position, has often been noticed. The present paper
describes a comparison between SOLPS modelling
and experiment based on two AUG shots: a
.
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standard AUG Ohmic shot is analysed in detail,
while the previously modelled ELMy H-mode shot
[1] is mostly reviewed, with only limited new infor-
mation on further modelling being presented.

2. Modelling of H-mode shot

The results of the quasi-steady-state inter-ELM
modelling of low density (�ne ¼ 5:8� 1019 m�3) H-
mode shot with Bt = 2 T, Ip = 0.8 MA and 5 MW
of NBI are described in [1]. This modelling revealed
a significant discrepancy between simulated and
measured parameters in the divertor, especially in
the vicinity of the outer strike point (measured
and simulated parameters at the inner target have
not been compared in detail. The same applies to
the Ohmic case described in the next section). The
strongest direct indication of the discrepancy was
a substantially higher, by factor 2.2, simulated peak
Ha radiation from the outer target than in the exper-
iment. The simulated Ha profile was also narrower
than in the experiment. Extensive sensitivity studies,
by varying input parameters in the code, were con-
ducted. They included variation of: separatrix den-
sity within a certain allowable range, ion and
electron parallel heat flux limiters, power sharing
between ions and electrons, degree of ballooning
of transport coefficients (by default, a rather arbi-
trarily chosen dependence �1/B is used in the mod-
elling as a compromise between zero ballooning and
a stronger ballooning, �1/B2, cases), the value of
transport coefficients in the SOL and divertor,
Helium content, models of the neutral description
in the vacuum vessel, chemical sputtering coeffi-
cients, and prompt reflection coefficient of neutrals
and ions from the target. The main discrepancy
in the Ha radiation profiles has not been elimi-
nated.

Two possible explanations for the discrepancy
were considered: some drawbacks (e.g. missing
atomic or molecular reactions) of EIRENE which
make the neutrals slower than in reality and result
in narrow ionisation profiles, and the presence of
a significant population of supra-thermal ions or
electrons in the SOL and divertor plasma. The latter
was related to low plasma collisionality in the SOL:
in the code simulation, parameters at the separatrix
midplane position were: ne = 1.6 · 1019 m�3, Te =
105 eV, Ti = 190 eV. By defining electron and ion
collisionality parameters according to [5], Eq.
(4.105) as m�ee � L=kee � 10�16neL=T 2

e and m�ii �
L=kii � 10�16neL=T 2

i , where L is the product pq95R,
with q95 = 5 being the safety factor at the surface
containing 95% of the poloidal magnetic flux,
R = 1.7 m – major radius of the plasma, and assum-
ing Zeff = 1, one obtains m�ee ¼ 4:5 and m�ii ¼ 1:3.
Hence, ions may be considered as almost collision-
less and electrons – marginally collisionless in the
SOL.

Since the completion of the sensitivity studies
described in [1], other checks have been made in
order to assess the sensitivity of the SOLPS solution
to assumptions made in EIRENE. Runs with the
newer version of EIRENE (dated 1999, compared
with the older version of 1996), coupled with B2.5,
were performed. The peak Ha radiation was reduced
by 20%, while the maximum electron temperature at
the outer target, Te,max, only moderately increased
from 14.3 to 16.3 eV. The newer EIRENE version
includes elastic D2 – D+ collisions and a crude
model to account for vibrational states of D2. These
reactions, however, could not improve the match
with the experiment. Finally, in order to ensure that
the perpendicular (across the B-field) mobility of
neutrals is not restricted, and avoid their excessive
ionisation in a narrow layer close to the strike point,
the wall temperature in EIRENE was raised from
the usual value of 0.1 eV (1160 K) to 1 eV. As a
result, the peak Ha radiation further dropped by
9%. Still, it was concluded that improvements/alter-
ations in the neutral model alone could not achieve a
significantly better match with the experiment, and
kinetic effects related to low plasma collisionality
which are not described correctly in the fluid code
B2.5, may be important in real plasmas and consid-
erably affect density and temperature distributions
in the divertor. To avoid kinetic effects, a higher
collisionality, Ohmic shot, was selected for the
SOLPS modelling.

3. Modelling of Ohmic shot

A steady-state second phase of a standard AUG
Ohmic shot, with higher density, �ne ¼ 3:65� 1019

m�3, was selected for the SOLPS modelling. The
magnetic configuration for this shot with Bt = 2 T,
Ip = 0.8 MA, q95 = 4 (the difference in q95 with the
H-mode shot is mainly due to the smaller size
plasma), is shown in Fig. 1, together with the
SOLPS numerical grid. The plasma density was
maintained by the gas puff of 3 · 1021 s�1 (in terms
of D atoms), which was modelled by a poloidally
uniform gas puff in EIRENE. The input power into
the numerical grid, 0.52 MW, was found by sub-



0.8 1.2 1.6 2.0 2.4

R(m)

-1.5

-1.0

-0.5

0.0

0.5

1.0

Z(m)

SOLPS 

  grid

reciproc.

Langmuir

probe

#18737

Fig. 1. Magnetic configuration and the SOLPS numerical grid
for the standard AUG Ohmic shot #18737, together with the
trajectory of the reciprocating Langmuir probe.
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Fig. 2. Measured and simulated density and temperature profiles
near the outer midplane and transport coefficients used at the
outer midplane, for the standard AUG Ohmic case.
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tracting radiated power in the core from the input
Ohmic power. Within the grid, radiated power of
at least 0.175 MW, mostly coming from the SOL
and divertor, was to be matched by the modelling.
Modelling assumptions are standard and described
in [1]. Against original expectations, the consistency
between simulated and experimental parameters in
the divertor for this Ohmic shot was worse than that
for the previously modelled H-mode shot, despite a
much higher collisionality in the SOL, as will be
shown below. This might be related to the fact that
the power balance in the outer divertor is more del-
icate for plasmas with lower input power.

Measured and simulated upstream density and
temperature profiles at the outer midplane position
are shown in Fig. 2. Error bars for the experimental
ne data are �6%, almost constant across the profile
in the core, separatrix region and stretching up to
2 cm into the SOL region. For the Te data, error
bars are �15% for the same regions. Transport coef-
ficient profiles across the outer midplane used in the
modelling are also presented in Fig. 2, with the rela-
tion between vi and ve replicating that of the earlier
modelled H-mode shot [1]. SOLPS profiles shown in
Fig. 2 correspond to a case without drifts and impu-
rities. All SOLPS cases displayed mismatch between
the simulated and experimental radiated power in
the computational domain, with the simulated
values always exceeding the experimental value of
0.175 MW due to lower Te and higher ne in the
divertor than in the experiment (see below). For
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the case corresponding to Fig. 2, the power radiated
on deuterium along was 0.2 MW. An introduction
of chemical sputtering with the sputtering yield of
1.4% (the same as used previously in [1]) raised
the total radiated power to 0.3 MW, far above the
experimental value. Therefore, to obtain more real-
istic Te and ne at the outer target, chemical sputter-
ing was switched off and pure deuterium plasmas
were considered.

Density and temperature profiles at the outer
target are shown in Fig. 3 for a case similar to that
shown in Fig. 2, with the same separatrix density,
but with drifts and a slightly higher input power,
0.56 MW. Upstream profiles around the separatrix
position and in the SOL are almost the same for
drift and non-drift cases, for the same transport
coefficients. However, deviations from the experi-
mental profiles appear near the inner core boundary
due to some parasitic fluxes in the present drifts
implementation in B2.5. They occur at higher Te,
Ti, a matter to be dealt with in the near future. Typ-
ically, drift cases have somewhat higher outer target
Te, however, as can be seen from Fig. 3, still far
below the maximal experimental values obtained
from the target Langmuir probes. In particular, all
SOLPS cases lack the peaking of the experimental
Te profile at �20 eV. In the previous modelling of
the same shot [4], such a peaking could be achieved
by running drift cases with fluid neutrals, however,
this result was not repeated when running cases with
the coupled B2.5-EIRENE code. The simulated
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Fig. 3. Experimental and simulated ne, Te profiles at the outer
target, simulated Ti profile for the standard AUG Ohmic case.
The SOLPS case is with drifts, but without impurities, the input
power 0.56 MW is slightly higher than in the experiment.
plasma density at the target is much higher com-
pared to that inferred from Langmuir probes.
Partly, this must be due to the underestimate of ne

measured by the probes. Probe data in general are
not very reliable, partly due to the expected devia-
tions of the electron distribution function from
Maxwellian. For the flush-mounted target probes
used in AUG there is also some uncertainty about
the probes’ effective area. That is why an indepen-
dent assessment of the overestimate of the simulated
target ne is important. It can be established by com-
paring measured and simulated power and particle
fluxes shown in Fig. 4. The integral simulated power
flux to the outer target is 0.21 MW, which exceeds
the flux calculated from the Langmuir probes as
8necsTe, with cs being the ion sound speed, only by
a factor 1.35. At the same time, the integral simu-
lated particle flux to the outer target is larger than
that inferred from the ion saturation current of
the Langmuir probes by a much greater factor
2.52, which implies cooler plasma with larger recy-
cling in the divertor in simulations than in the exper-
iment. The simulated sub-divertor neutral pressure
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Fig. 4. Experimental and simulated power and particle fluxes to
the outer target, for the standard AUG Ohmic shot.
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Fig. 5. Electron pressures from SOLPS and the reciprocating
probe introduced below the X-point, as shown in Fig. 1.
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exceeded the measured value by factor 2, consistent
with the larger simulated target particle flux.

4. Discussion

Midplane separatrix parameters for the drift
Ohmic case described above are: ne = 1.3 · 1019

m�3, Te = 47 eV, Ti = 62 eV. Using similar collisio-
nality parameters as in the previous section, gives
m�ee ¼ 14:6 and m�ii ¼ 7:9. The SOL plasma is there-
fore much more collisional than in the H-mode case.
However, for the electrons with energies of 3–5Te,
which are responsible for the bulk of the heat flux,
the effective collisionality is much lower. Taking
e.g. 4Te as a characteristic value, one obtains
m�ee 4T e

¼ 0:9. Therefore, the heat-carrying electrons
are only marginally collisional, indicating a possible
impact of kinetic effects on divertor conditions.

The upstream plasma collisionalities in the
Ohmic case are typical for the AUG operation, they
can only be increased substantially in higher density
plasmas with detachment, which however itself pre-
sents considerable problems for the modelling. They
are also not far from those expected in ITER.
According to [6], the expected separatrix Te in ITER
is 150 eV, and ne = 4 · 1019 m�3. Taking into
account the larger size of ITER (major radius
R = 6.3 m compared to 1.7 m in AUG) and lower
q95 (3 compared with 4), one obtains m�ee ¼ 12:3,
which is very close to that of the modelled AUG
Ohmic case ðm�ee ¼ 14:6Þ.

The concrete mechanism by which supra-thermal
electrons or ions might raise plasma temperatures in
the divertor and reduce its density is not clear at
present. It is possible that a large fraction of
supra-thermal particles in the divertor originating
from the ‘hot’ SOL will raise the effective heat
conduction, leading eventually to higher heat
deposition onto the targets for the same upstream
pressure. Under such circumstances, the application
of ‘flux limits’ to parallel transport coefficients
would be erroneous, and one should instead intro-
duce ‘flux enhancement factors’, as was concluded
in the kinetic simulations in [7]. Within the strategy
of the edge modelling adopted in this paper, it
would allow one to shift the position of the separa-
trix more outward (towards positive distances from
the separatrix in Fig. 2). The separatrix position is
poorly defined in experiment, with the uncertainty
of �1 cm in AUG due mainly to the poor accuracy
of its determination by the equilibrium code used in
the grid generation. However, the relation between
midplane ne and Te is reliable, as both quantities
come from the same laser diagnostic. So, if for lower
upstream parameters (namely electron pressure
ne · Te) it was possible to transfer more heat flux
onto the target, one could select lower separatrix
ne and still satisfy the power balance (the amount
of power conducted to the target). The reduction
in the separatrix ne might then result in a ‘hotter’
divertor solution, with higher Te, Ti and lower ne

at the target (within the range of ns = 0.6–
1.3 · 1019 m�3 for the midplane separatrix density,
the maximum simulated target Te was found to vary
roughly according to n�1:5

s , for the same transport
coefficients). Further modelling work, with the
implementation of kinetic calculations into the pres-
ent-day fluid codes, is required to test these ideas. It
is, however, clear from Fig. 5 that there indeed may
be a scope for some reduction in the upstream sep-
aratrix ne in the modelling. This figure presents the
comparison between electron pressures from the
SOLPS simulation and from the reciprocating
probe introduced below the X-point, as shown in
Fig. 1. Further reduction in the separatrix ne in
the simulations would not contradict the experi-
ment, since the outer peak of the simulated electron
pressure profile is clearly above the corresponding
experimental values.
5. Summary

A detailed comparison between simulated and
experimental divertor parameters of the ASDEX
Upgrade Ohmic and H-mode discharges was per-
formed with the SOLPS (B2-EIRENE) code. It
was established that the code tends to underestimate
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the divertor Te and overestimate the plasma density,
thus, predicting cooler and denser divertor than in
the experiment. Sensitivity checks, by changing
internal input parameters of SOLPS, were made in
an attempt to reach better agreement with the exper-
iment. At present, it seems unlikely that the discrep-
ancies could be caused by either deficiencies of the
neutral Monte-Carlo package EIRENE, or its
improper implementation in the cases analysed.
An alternative explanation via kinetic effects capa-
ble of increasing parallel heat fluxes seems more
plausible. It is important to point out that for most
of the AUG plasmas heat carrying electrons near
the separatrix in the main SOL (far away from the
divertor) with energies of �4Te are only weakly col-
lisional. The same conclusion applies to the
expected operational conditions of ITER. Hence,
proper implementation of kinetic effects in today’s
fluid codes becomes an urgent task.
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